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Abstract 

By implementing a cached region selection scheme and 
automatic label completion, we extended an open-source 
audio editor to become a more convenient audio annotation 
tool for tasks such as ground-truth annotation for audio and 
music classification. A usability experiment was conducted 
with encouraging preliminary results. 
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1. Introduction 
Providing training data and supporting objective 
evaluation, ground truth annotation is both an essential and 
time-consuming procedure in building general pattern 
classification systems. In audio segmentation and 
classification field such as music information retrieval 
(MIR), manual annotation is increasingly cumbersome for 
the rapidly growing databases of real-world data.  

A few efforts have been contributed to creating 
specialized annotation tools. Some of them focus on 
annotating low-level musical events such as onsets [1] and 
drum patterns [2, 3]. Other publicly available tools work 
well for everyday audio but lack analytical features such as 
waveform visualization [4, 5]. In our projects such as 
automatic track segmentation for digitized phonograph 
records [6] and chorus detection for popular music, the 
goal of the ground-truth annotation has been to mark the 
semantic passages in a complete audio stream with time-
stamped textual taxonomic labels and to export them in a 
human- and machine-readable format. No existing tools 
meet these requirements exactly. We thus started 
developing our own annotation software based on the 
open-source audio editor Audacity [7] 

2. The Choice of Basic Software Framework 
A few pieces of existing software that have potential to 
become audio annotation tools are introduced in [3]. They 
are either commercial and not customizable [8] or difficult 
to adapt to music annotation [9]. In contrast, the open-
source audio editor Audacity is designed for music-
oriented audio applications, is cross-platform, supports 
MIDI and other major audio formats, and is fully 

customizable. The current version has a built-in function 
for creating label tracks that are integrated with an active 
audio track. Users can create one or more time-stamped 
labels for a selected region of audio data, and the labels 
can be exported to a text file. These features makes 
Audacity a suitable basic framework for our tool. 

3. Extending Audacity 
Our starting point is Audacity 1.3 Beta (the latest version),  
in which the label track function has been improved: the 
labeled region can be adjusted by mouse dragging. 
However, a few desired features are still missing and 
therefore we made several extensions. 

3.1 Region Selection 
For ground-truth-oriented audio annotation in which 
semantic boundaries should be placed accurately, human 
annotators must listen repeatedly to the candidate opening 
and closing areas of a semantic region before making a 
selection. Like traditional audio editors, Audacity allows 
users to select an audio region by dragging the mouse, to 
expand selection with the Shift key plus a mouse click and 
to input time boundaries manually. However, these 
features share a common drawback of causing an annotator 
to lose track of any previously located boundaries—for 
example, the beginning of a pop-music chorus. As a result, 
an annotator has to memorize at least one of the boundary 
positions, which wastes annotation time. Our extension 
introduces an intermediate cache for the user to store any 
opening or closing boundary positions so that adjustments 
are easy to make and little short-term memory is required. 
To facilitate annotating while listening, a playback position 
is also cacheable as either boundary (start or end) of the 
target region. 

3.2 Label Organization and Automatic Completion 
Audacity considers labels to be independent symbols with 
arbitrary titles that should be manually typed, which is 
cumbersome and error-prone for large-scale annotation 
tasks. Allowing heterogeneous labels to reside in the same 
label track adds to the difficulty in performing batch 
operations such as renaming or region adjustment for a 
specific category of labels. With our extension, multi-class 
annotation is performed by using parallel multiple label 
tracks, each corresponding to a single category. In the case 
of a complementary binary classification, an annotator 
only needs to annotate one category (such as “Chorus” in 
our tests) through a single label track, and the annotations 
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for the other category are automatically completed. An 
additional converter was also implemented to export the 
labeling data into the ACE XML format [10]. 

 

 
Figure 1. The GUI screen-shot of the extended Audacity. a) 
A text label in an independent label track. b) Toolbar 
buttons for the selection. c) Automatic completion. 

4. Experiment and Results 
A usability experiment was conducted. During the 
experiment, six annotators with solid musical background 
(4 years of professional music training) were asked to 
annotate the chorus and non-chorus passages of six pop 
songs ranging in length from 3’54” to 4’18” by using both 
Audacity 1.3 Beta (AB) and our extension (AE). The 
annotation time for each song by each subject was 
recorded and then analyzed by employing a statistical 
model. Half the songs are annotated with AB and the other 
half AE, with the compositions shuffled for each subject. 
The mean labeling times for a test song for AE and AB 
were 605 sec. (σ = 189 sec.) and 698 sec. (σ = 221 sec.). 

In our model, the usability performance is represented 
by a normal linear model for log labeling time: 

[ ]log( )E T A S V= + +                         (1) 
The factors on time consumption include the subject 
annotator (A), the selected song (S), and the annotation tool 
in use (V). Errors are assumed to be normal and additive, 
and a Kolmogorov-Smirnov test on the model residuals 
shows no significant departures from normality. We also 
investigated the inclusion of other factors, such as the 
presumed level of annotation difficulty, mean and standard 
deviation of the length of the choruses, and the total length 
of the song; none of these additional factors proved to be 
significant. Under the chosen model, the use of our version 
of the software was significant (p = 0.0411) and showed an 
average reduction in labeling time of 17.1 percent when 
AE was in use (with the 95-percent confidence interval 
ranging from 7.9 to 25.6 percent). 

Note that during the experiment, AB was reported to 
have crashed during annotations four times in total and two 
subjects had to restart their annotation of the affected 
songs. In these cases, we used the time spent on the second 
attempt as the resulting time to avoid the performance of 
AB being artificially degraded. 

5. Conclusion and Future Work  
An audio annotation tool that is capable of ground-truth  
annotation for audio and music segmentation and 
classification is introduced by extending the open-source 
audio editor Audacity. A usability experiment shows that 
users can perform annotation faster with our extension than 
with the current version of Audacity.  

Traditional audio editors offer only limited means of 
audio visualization, typically waveform and spectrogram. 
More helpful visual cues derived from audio features that 
have proven to be reliable semantic indicators might 
facilitate annotation further. By displaying these data, pre-
processed with a tool like ACE [10], the annotator could 
be aided by a larger number of visual cues.  
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